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Introduction

@ Context : System + Environment
Ex : Object in contact with some thermal baths, charged
particule...

e Quantum Mechanics (Attal, Pautrat)= Repeated Interactions

@ Questions : - Limit evolution of the system?
- Renormalization in Hamiltonian cases ?
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Dynamical Systems - Markov Processes
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Discrete Time

@ Dynamical System T measurable application on S x E

measurable = T on L>(S x E),

Tg(x.y) = g(T(x.y))
o Point of view of S

-feLX(S)=fele S xE),

f@1(x,y) = f(x)
- E is endowed with a probability measure p

Assumption : What the system S sees from the whole
dynamics on S x E is an average on E along the probability
measure .
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Discrete Time

o Vf e L®(S), Vxe E

Lf(x):/ET(f®11)(x,y) du(y)



Dynamical Systems - Markov Processes
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Discrete Time

o Vf e L®(S), Vxe E

Lf(x):/ET(f®11)(x,y) du(y)

Question : What really is the operator L7
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Discrete Time

@ There exists a Markov transition kernel I such that L is of the

form
/ f(z) N(x, dz),

for all f € L£L>°(S).




Dynamical Systems - Markov Processes
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Discrete Time

@ There exists a Markov transition kernel I such that L is of the

form
/f (x,dz),
for all f € L£L>°(S).

@ Conversely, if S is a Lusin space and I1 is any Markov transition
kernel on S, then there exist a probability space (E, &, 1) and
a dynamical system T on S x E such that the operator

/f MN(x, dz),

LF(x) = /E T(F ® 1)(x,y) diu(y) .

is of the form
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Repeated Interactions

@ Pb : Not a commuting diagram for all powers.
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Repeated Interactions

@ Pb : Not a commuting diagram for all powers.

-T:SxE—SxE
(x,y) — (U(x,y), V(x,y))



Dynamical Systems - Markov Processes
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Repeated Interactions

@ Pb : Not a commuting diagram for all powers.

-T:SxE—SxE
(x,y) — (U(x, ), V(x,y))
@ Scheme of repeated interactions
E = EN", € product o-algebra, fi = u®V
T: SxE —SxE
(%, = (¥n)nen+) — (U(x, 1), 0(y))
where 0(y) = (Vn+1)nen- is the shift.



Dynamical Systems - Markov Processes

0000@000

Repeated Interactions

@ T induced by T on applications

For all min N*, all x in S, and all  in £>(S),

(L™F)(x) = /E T™(F © 1)(x, y)dFily)

@ Initial state Xy = x of the system
- State of the environment y = X,11(y) = U(Xa(Y)s Yn+1)

- State of the environment unknown = (X,)nen Markov chain
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Repeated Interactions

For all k,

TH(x,¥) = (X(y),0%(y)) , with Xo = x
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Repeated Interactions

For all k,
TH(x,y) = (Xk(y), 60%(y)) , with Xo = x

Introduction of the time step h,
U— U(h)v (Xn)neN - (X,(,Z))neN

(TO) (x,y) = (XR (1), (0P)K(y)),

where Xéh) = x et Q(h)()/nh) = (}’(n+1)h)-



Dynamical Systems - Markov Processes
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Harmonic Interaction

@ Particule of mass 1 interacting with an other one according to
a harmonic interaction

@ Hamiltonian for the whole system

2
HK gl )( gz )]—+01++02—Q201
1 2 ~—_——— H,_/H’—/

Interaction

@ Evolution of the particule 1

Qu(t) = P1(0)+P2(0)t+ (0)+Qz(0)
_,_7() @(0) cos(\ft) 02)\/52 sin(v/2t)
Py (t) = Pl(O)sz( ) _ Qi(0) 2Q2(0) sin(v/2t)
+P1(0);P2(0) cos(v/2t)




Dynamical Systems - Markov Processes
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Harmonic Interaction - Repeated Interactions

@ System S = R?, Environment E() = (R2)HN"

e Evolution of the system

( Ql((n + ].)h) = Ql(nh) + hPl(nh)
Q@0+ 1))~ @i (nh)

_h3(P1(nh) - 1232((n + 1)h))
6

+o(h?)
Pi((n+1)h) = Pi(nh) + h(@Q2((n + 1)h) — Q1(nh))
e Pel(n+1)h) — Pi(nh)

2
| PCAGORS (GRS

(h%)




Dynamical Systems - Markov Processes
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Continuous Time

o Let x be in R™, (X{) the solution of the stochastic differential
equation (SDE)

dXt = b(Xt) dt + O'(Xt) th

where Xp = x, (W;) a d-dimensional Brownian Motion,
b:R™ — R™and o : R™ — M,, 4(R) measurable

@ Uniqueness and existence :
- b, o Lipschitz functions
- b, o linear growth condition

JK > 0/VX € R™,

X)) < KL+ (X)), [lo(X)]] < K(1+[X])



Dynamical Systems - Markov Processes
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Continuous Time

@ Aim : Find an environment and a dynamical system (a
semigroup) which allow to « dilate »the solution of the SDE

e Environment : (2, F,P) Wiener space associated to (W;),
Q= {w continuous function from R, to RY such that w(0) = O}

e For all ¢, for all w, W(w) = w(t)
o Shift 6; on Q,

Ot (w)(s) = w(t +s) — w(t)



Dynamical Systems - Markov Processes
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Continuous Time

The family (T¢):er, of applications from R” x Q to R™ x Q
defined by
Te(x,w) = (XF(w), 0¢(w))

is a continuous time dynamical system.
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Continuous Time

The family (T¢):er, of applications from R” x Q to R™ x Q
defined by

Ti(x,w) = (X (w), O:(w))

is a continuous time dynamical system.

Question : Can we obtain a continuous time dynamical system as
limit of discrete dynamics?



Dynamical Systems - Markov Processes
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Continuous Time

The family (T¢):er, of applications from R” x Q to R™ x Q
defined by
Te(x,w) = (XF(w), 0¢(w))

is a continuous time dynamical system.

Question : Can we obtain a continuous time dynamical system as
limit of discrete dynamics?

Problems : - Dynamical systems defined on different spaces
- Dynamics in discrete and continuous time
- Convergence ?
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Environment

e S=R"



Embedding Discrete Dynamics
°0

Environment

e S=R"
° EhN* — (Rd)hN*,
- « Injection » : gosh) (RN Q
Lt/h]
t—|t/h
(h) Z Ynh + ——F—— L LU Y([t/h]+1)h
- « Projection » : goS;h) : Q — (RY)MV

P (W) = (Wah(w) — Wn_1yn(@)) nen-



Embedding Discrete Dynamics
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Environment

@ Rem : gp(Ph) o gpgh) = Id = Q) = gogh)((Rd)hN*) =~ (R9)HN*



Embedding Discrete Dynamics
oce

Environment

h h h “ .
o Rem : gogg) o gpg )= 1d = Q) = gog )((R"‘I)hN ) = (R9)MN
e Is the space Q" suitable?

Q is endowed with its canonical metric D defined by

S [w(e) - w(o)

D / — = _t_n

@)= 5 1+ sup |w(t) — /(1)
n=1 0<t<n




Embedding Discrete Dynamics
oce

Environment

h h h “ .
o Rem : gogg) o gpg )= 1d = Q) = gog )((R"‘I)hN ) = (R9)MN
e Is the space Q" suitable?

Q is endowed with its canonical metric D defined by

S [w(e) - w(o)

D / — = _t_n

@)= 5 1+ sup |w(t) — /(1)
n=1 0<t<n

For all w in Q,

- (h) o (M) —
lim - D(w, ™ o pp”(w)) = 0.




Embedding Discrete Dynamics
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Construction of Continuous Dynamics on the same space

@ Construction of dynamical system on R™ x Q

h h h h
o(" = (1d, oM et &) = (1d, o)

T(h) — Cbgh) o T o CDg')



Embedding Discrete Dynamics
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Construction of Continuous Dynamics on the same space

@ Construction of dynamical system on R™ x Q

h h h h
o(" = (1d, oM et &) = (1d, o)

T(h) — Cbgh) o T o CDg')

o Continuity of dynamics

—(h - t—[t/h|h = =
70 _ (T(h))tt/hhrw {(T(h))(Lt/hJH)_(T(h))tt/hj}



Embedding Discrete Dynamics
®00

Construction of Continuous Dynamics on the same space

@ Construction of dynamical system on R™ x Q

h h h h
o(" = (1d, oM et &) = (1d, o)

T(h) — Cbgh) o T o CDg')

o Continuity of dynamics

—(h - t—[t/h|h = =
70 _ (T(h))tt/hhrw {(T(h))(Lt/hJH)_(T(h))tt/hj}

o For all initial state x, 7" (x,w) = (X" (x\(w)), 87 (w)),
where )_(éh) =X



Embedding Discrete Dynamics
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Harmonic Interaction

o State of environment are sampled from (W, — W(,_1n),
where (W;) is a 2-dimensional Brownian motion.



Embedding Discrete Dynamics
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Harmonic Interaction

o State of environment are sampled from (W, — W(,_1n),
where (W;) is a 2-dimensional Brownian motion.

o Reinforcement of interactions

Values of e sampled from

1
P, = (Wan — Win—1)n)-

h

@ Understanding of this factor % :

1
* — to obtain state of the environment independent of h
Vh
e 2
(physically, sampled from > )

* real renormalization of interactions

Sl



Embedding Discrete Dynamics
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Harmonic Interaction

Evolution of the system given by the Markov chain (X,) defined by

X(nh) = UM (X((n—1)h), Y (nh))

where
UN(X,Y) = X+ a(X)Y + hb(X) + hp" (X, Y)
with
f(5)-(%) <(5)-(13)
Py -Q )’ Py 10
et

IR ()] =32 )5 (el )



Convergence of Dynamics
°

Convergence of Shift

@ D metric on Q

oy S ()~ ()
D / — - _t_n
@) =2, 5% 1+ sup |w(t) — w/(2)]
n=1 0<t<n

Theorem (J. D.)

Let w be a function in Q. For all t € Ry,

: G
lim D (6(w), 0" (w)) = 0.




Convergence of Dynamics
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Convergence of Processes

Theorem (J. D.)

Suppose that there exist :

- b, o Lipschitz and linearly bounded applications

- M) where, for a a € [0, +00], [nM(x,y)| < K(h* x| + |y])
such that,

UM (x,y) = x + a(x)y + hb(x) + " (x, y).

Then,for all xp in R™, and all 7 > 0, the process (X", starting in
X, converges to (X;°) when h tends to 0 in L2P, for all p> 1, and
almost surely on [0, 7], where (X;°) is the solution of the SDE

dX° = b(X®) dt + o(X°) dW,

starting in X;° = xp.




Convergence of Dynamics
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Harmonic Interaction

Evolution of the system given by the Markov chain (X,) defined by

X(nh) = UM (X((n—1)h), Y (nh))

where
UN(X,Y) = X+ a(X)Y + hb(X) + hp" (X, Y)
with
f(5)-(%) <(5)-(13)
Py -Q )’ Py 10
et

IR ()] =32 )5 (el )



Convergence of Dynamics
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Harmonic Interaction

@ Theorem, with o = 1 = For all initial conditions Qp, Py and
for all 7 > 0, the limit evolution on [0, 7] is given by the
solution of the SDE

( X? 00
dXt_<_Xt1>dt+<1 0>th,

with the notation X; = ( X ) and the initial condition

1
t
X?
Q
Xo = < Ps >



Convergence of Dynamics
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Sketch of Proof

@ Stochastic numerical analysis

- Markov chain (X/),en defined by

Xbri1yn = Xgn + WX )40 (XE) (Wins1yh — Wan)
D (X Wins1yh — Wan)

with )(é1 = Xo.

- Linear Interpolation

h h t—[t/hlhg h
Xe =Xl —— {X(Lt/hJJrl)h - XLt/th}



Convergence of Dynamics
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Sketch of Proof

o If p>1, E(|X|?P) < o0,

Lemma

For all t € [0, 7], the solution X; of the SDE verifies the inequality

E(|X:*") < (1+E(|Xo|*))e .

v
Lemma

For all t € [0, 7], the process X/ verifies the inequality

2p
)

2
B(x!|™) < Go1 +B(xg| et




Convergence of Dynamics
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Sketch of Proof

o Upper bound on ¢; = X; — X/ for all t :
- Control over € according to €|¢/4h

- Bound the evolution of the sequence (€,4)nen

Theorem (J. D.)

Under the previous conditions,

2
Xe — XM ) < c(h?Pe 4 hP(— log h)P)

E( sup
te[0,7]

@ If p>1and 2pa > 1 = almost sure convergence.
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